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Spectral Analysis of a Nonlinear Oscillator Driven by 
Random and Periodic Forces. I. Linearized Theory 
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We have combined the techniques of statistical and harmonic linearization to 
develop a linearized approximation theory for the calculation of the second- 
order statistics (i.e., autocorrelation functions and spectral densities) of nonlin- 
ear systems driven by both random and periodic forces. For the special case of a 
Duffing oscillator (a damped anharmonic oscillator with a cubic nonlinearity) 
driven by Gaussian white noise and by a sinusoidal force, explicit expressions 
for the renormalized (linearized) frequency, the autocorrelation function, and 
the spectral density of the oscillator displacement in terms of all the system 
parameters have been derived. We have determined die region of the parameter 
space in which the applied periodic force has a significant influence on the 
second-order statistics of the oscillator. 

KEY WORDS: Nonlinear oscillator; statistical linearization; harmonic lin- 
earization; spectral densities. 

1. INTRODUCTION 

The anharmonic oscillator plays a fundamental role in the study of nonlin- 
ear systems. It is one of the simplest nonlinear systems that nevertheless 
exhibits features characteristic of more complicated ones. (1) Also, the 
anharmonic oscillator is frequently used as a model for nonlinear mechani- 
cal and electromagnetic systems. (2) 

The anharmonic oscillator driven by a random force, i.e., the Duffing 
oscillator, is the simplest model for nonlinear systems subject to random 
excitations. The Duffing oscillator has therefore been used in a number of 
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investigations dealing with approximation methods for the solutions of 
nonlinear stochastic dynamical processes. (3-6) One such approximate pro- 
cedure is the method of statistical linearization, (4-7) a method that has 
proved to be very useful. Statistical linearization consists of the replacement 
of the nonlinear stochastic system by an "equivalent" linear one. The linear 
system is chosen so that the (suitably defined) error made by the replace- 
ment is minimized. We have applied the method of statistical linearization 
to a Duffing oscillator and have shown it to be a simple and effective 
method to obtain good approximate results for the autocorrelation function 
and spectral density of the oscillator for wide ranges of parameter values. (6) 
The results of an experimental investigation via analog circuits on the 
ranges of validity of statistical linearization for a Duffing oscillator will be 
published shortly. (8) 

The anharmonic oscillator driven by a periodic force is one of the 
simplest nonlinear systems driven by a deterministic force. Approximate 
methods to deal with such systems have been extensively studiedJ 9) One of 
the simplest and most successful of these methods is that of harmonic 
linearization, developed by Krylov and Bogoliubov. (9) This method is 
applicable to systems driven by a periodic force and is based on the 
assumption that the response of the system occurs mainly at the driving 
frequency, with negligible contributions from higher harmonics. 

It is clearly of interest to consider the response of nonlinear systems 
simultaneously driven by fluctuating and deterministic forces. Once again, 
the simplest case is the anharmonic oscillator simultaneously driven by a 
fluctuating force and a periodic one. To our knowledge, very little work has 
been done towards an analytic solution of this problem. (~~ In this paper we 
develop a linearization (i.e., approximation) procedure that is a combina- 
tion of the statistical and harmonic linearization techniques referred to 
above to obtain the autocorrelation function and spectral density of the 
linearized oscillator. We then analyze the relative effect of the deterministic 
and random forces on these measures of the oscillator response. The range 
of validity of these analytical results will be investigated via analog com- 
puter experiments now in progress. 

The aim of this series of papers is to gain an understanding of and 
develop a methodology for analyzing the effects of an external, determinis- 
tic driving force, i.e., the "signal," on the observable properties of noisy, 
nonlinear systems. Ultimately, using these results we hope to be able to 
carry out an analysis of the "inverse problem," i.e., the determination of the 
form of the signal from the observed autoeorrelation functions and/or  
spectral densities of the nonlinear system. 

In Section 2 we briefly review the methods of statistical and harmonic 
linearization. Our method for the linearization of an anharmonic oscillator 
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driven by both white noise and a sinusoidal force is developed in Section 3. 
The autocorrelation function and spectral density of the linearized oscilla- 
tor are analyzed in Section 4. A discussion of the results is presented in 
Section 5. 

2. REVIEW OF STATISTICAL AND HARMONIC LINEARIZATION 

Consider a damped anharmonic oscillator of unit mass driven by a 
force ~ The equation of motion for the oscillator displacement x( t )  is 

2 + a2 + ~o~x + f l f (x)  = ~ (2.1) 

Here a is a damping parameter, ~0 0 is the linear frequency, and f l f (x)  is a 
nonlinear restoring force. 

For arbitrary f i f (x)  it is in general impossible to obtain an analytic 
solution to (2.1). One approach that has been used to obtain approximate 
solutions of the oscillator equation is to linearize it, i.e., to replace (2.1) by a 
harmonic oscillator of linear frequency y, 

2 + a2 + V2x = ~ (2.2) 

The frequency y is chosen in such a way that the error made by the 
replacement ~o~x + f l f ( x ) ~  yZx is minimized. The solution of (2.2) is then 
used as an approximate description of the oscillator (2.1). 

The detailed procedure by which the coefficient y2 is determined 
depends on the nature of the driving force ~Y(t). There exist well-established 
methods to choose the linear system that best represents the nonlinear one 
for two cases: when ~ is a random force (3-7) and when it is periodic. (9) 
In this section we briefly review the linearization methods for these two 
c a s e s .  

2.1. Statistical LinearizaUon 

Consider the damped nonlinear oscillator (2.1) driven by a randomly 
fluctuating force ~-(t) -= F(t): 

+ , 2  + ~oZx + f l f (x)  = r ( t )  (2.3) 

We will take F(t)  to be stationary, Gaussian distributed and delta- 
correlated with zero mean, i.e., 

( r ( t ) )  F = 0 (2.4a) 

( F(  t ) r (  t') ) r = 2D6(  t - t') (2.4b) 

The brackets ( )F in (2.4) denote an average over an ensemble of realiza- 
tions of F(t).  The oscillator displacement is now also a random variable so 
that a solution of (2.3) must be interpreted statistically. 
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The error made in the dynamical equation when one replaces (2.1) by 
(2.2) is 

A(x) = flf(x) + ~o2x - 72x (2.5) 

In the method of statistical linearization, 7 is chosen so that the mean 
square error (A2(X))F is minimized at equilibrium, i.e., 3' is the solution of 
the equation 

32 ~2 
lim (A2(X) )F=- - - - (~2 (x ) )  = 0  (2.6) 
t-~m 33' 2 23' 2 

where we have introduced the definition 

lim ( g(X))F=-- ( g ( x ) )  (2.7) 
t ----~ o o  

It can be shown (4) that the choice (2.6) for 3' ensures that the mean 
displacements (x ( t ) )  of the linear and of the nonlinear oscillator are 
identical and that the difference in the mean square displacements (xZ(t)~ 
for the two oscillators is minimized. This procedure is thus designed to 
replace a nonlinear system by the linear one that best reproduces the 
equilibrium mean and variance of the former. 

From (2.5) in (2.6) one readily obtains the result 

3'2 = (2.8) 
( x  2 ) 

The average indicated by the brackets in (2.8) is, as before, over an 
ensemble of realizations of F(t) as t--~ oo or, equivalently, over the equilib- 
rium distribution of displacements of the oscillator. We denote this equilib- 
rium distribution by P(x)  so that for an arbitrary function g(x( t ) )  we can 
write 

( g ( x ) )  = f'_~ P(x )g (x )  dx (2.9) 
~ o  

The distribution P(x) can in principle be obtained as follows. One con- 
structs the Fokker-Planck equation for the conditional probability density 
e(x,v, t lx0,%) that the oscillator displacement x(t) and velocity ~(t)  lie 
within dx of the value x and dv of the value v, respectively, given the initial 
values x(0) = x 0 and ~(0) = Vo .(x~ The distribution P(x)  is the t ~ c~ limit 
of P(x,  v, t I Xo, Vo) integrated over all possible oscillator velocities. In prac- 
tice, it is usually not possible to find the equilibrium distribution of 
nonlinear systems. 3 It then becomes necessary to introduce the further 

3 The exact equilibrium solution P(x, v, oo [ xo, Vo) can be found for the anharmonic oscillator. 
The effect of using this exact solution in the calculation of the averages is discussed in detail 
in Re(. 6. 
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approximation of using the equilibrium distribution Plin(X) of the already 
linearized problem to calculate the averages in (2.8). This distribution of 
course contains the frequency 7 as a parameter so that (2.8) becomes an 
equation, usually transcendental, with the unknown frequency 3' on both 
sides. 

Once 3̀ 2 has been determined, the second-order statistical properties of 
the linearized system (2.2) can be calculated and used as approximations to 
those of the nonlinear oscillator (2.1). In particular, the autocorrelation 
function of the linear oscillator displacement is readily found to be (l j) 

(x ( t ) x ( t  + r)) - De-<'1/2~3̀2 (cosoYlrl + sin0~,lrl) (2.10) 

where 

~0' = (7 2 - a2/4) 1/2 (2.11) 

The spectral density Sxx(~0) is the Fourier transform of the autocorrelation 
function, i.e., 

Sxx(c~ = f~_e ei~ ( x( t)x( t + ,c) ) dr 

= 2 D  ( 2 . 1 2 )  
(v2 _ ~2)2 + a2o~2 

In an earlier paper in this series {6) we have carried out numerical 
calculations for nonlinear oscillators using the method described here and 
have compared the approximate results with more accurate ones obtained 
for the nonlinear oscillator. We have also analyzed systematic corrections 
to the linearization method. We find that statistical linearization leads to 
results for second-order statistics that are remarkably accurate over wide 
ranges of parameter values, a conclusion that is also borne out by the 
experimental results which will be published shortly. (8) 

2.2. Harmonic  LinearizaUon 

Consider the damped nonlinear oscillator (2.1) driven by a sinusoidal 
force ~-(t)-= Q(t)= Q sin~2t, 

2 +a2 + ~o~x + fir(x) = Q sinf~t (2.13) 

The method of harmonic linearization is applicable to a system described 
by (2.13) when the parameter values are such that the long time response of 
the oscillator to a force of frequency f~ occurs mainly at that frequency, 
with negligible contributions to the oscillator displacement and velocity 
from higher harmonics. If this is the case, then one can write the approxi- 
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mate solution of (2.13) as 

x(t)  ~ a sin(f~t - 0)  (2.14) 

where the amplitude a and the phase 0 are to be determined. The nonlinear 
function f (x)  is expanded in a Fourier series in (f~t - 0) and only the first 
harmonic is retained, i.e., 

q(a) 
= ~ x ( 2 . 1 5 )  f ( x )  ~ q(a)sin(~t - O) a 

where the coefficient q(a) is defined by the usual Fourier series relation 

1 fo2'~f(a sin u)sin u du q(a) = -~ (2. 16) 

In writing (2.15) we have assumed that f (x)  is an odd function of x. 
Equation (2.15) is a quasilinear approximation rather than a linear one, 
because q(a) is in general a nonlinear function of the amplitude a. 4 

To determine the unknown parameters a and 0, the approximations 
(2.14) and (2.15) are substituted into the oscillator equation (2.13). The 
requirement that the resulting equation be identically satisfied leads to the 
following two nonlinear algebraic equations in the two unknowns: 

aaf~ = Q sin0 (2.17a) 

(~002 - a2)a + flq(a) = Qcos0  (2.17b) 

The solution of these equations clearly depends on the form of the 
quasilinearization coefficient q(a), which in turn depends on the form of 
the nonlinearity f(x).  

Another way to view the procedure outlined above is in terms of the 
replacement of (2.1) by (2.2), i.e., the replacement of ~O2o x + flf(x) by the 
linear function 72x. The frequency 7 is found from (2.15) to be related to 
the amplitude a of (2.14) by 

v = , 4  + • (2.18a) a 

= ~o~ + ~ xf(x)__ (2.18b) 
x 2 

where the bar denotes a time average over one cycle of oscillation of the 

4 It should be noted that for more general nonlinearities [e.g., F(x, Jc) in place of f(x)] the 
linearization procedure is more complicated since then the amplitude a and phase 0 may be 
slowly varying functions of time. The quasilinear approximation to the nonlinearity is then 
also more complicated. 
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sinusoidal force, i.e., 

_ 1 r27r . 
g(x)  = - f f~ )  ~ g(aslnu)d= (2.19) 

and where x = a sin(at - 0) is the solution of the linearized problem. The 
statement (2.18b) of the result of harmonic linearization is designed to 
exhibit a formal similarity with the result (2.8) of statistical linearization. 
We stress that this similarity is only formal and not operational: whereas 
Eq. (2.8) is a prescription to obtain the linearization frequency, Eq. (2.18) is 
simply a formula relating y 2 to the amplitude a, which must in turn be 
found from the prescription (2.17). Using (2.18a) in (2.17) thus gives a 
second relation between 7 2 and a: 

Q 
a = [ 0~2~2 + ( . , / 2  ~2)2] 1/2 (2.20) 

Equations (2.18) and (2.20) together are sufficient to determine the linear- 
ization frequency 7. 

The formal similarity between Eqs. (2.18b) and (2.8), although not 
operationally useful without the additional relation (2.20), can nevertheless 
be used to construct a formula for the linearization frequency of an 
oscillator driven by both noise and a periodic force. This case is considered 
in the next section. 

3. LINEARIZATION OF AN ANHARMONIC OSCILLATOR 
SIMULTANEOUSLY DRIVEN BY A FLUCTUATING 
AND A PERIODIC FORCE 

Let us now consider the anharmonic oscillator (2.1) driven by a 
randomly fluctuating force F(t) and also by a sinusoidal force Q sin ~2t. The 
equation of motion is given by 

2 +a2 + ~2oX + fl f(x) = F(t) + Q sin~2t (3.1) 

The random force F(t) is again taken to be stationary, Gaussian distrib- 
uted, and delta correlated with zero mean, as in Eq. (2.4). We wish to 
replace (3.1) with a linear system driven by a combination of a fluctuating 
and a periodic force, 

2 + a 2  +y2x = r ( t )  + Qsinf]t  (3.2) 

To determine the frequency 7 we begin by postulating that Eqs. (2.8) and 
(2.18b) can be directly combined tO apply to an oscillator driven by a 
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combination of forces. This postulate leads to 

= _ _  ( 3 . 3 )  
( x 2 )  

where, as before, the brackets indicate an average over an ensemble of 
realizations of the random force as t ~ ~ and the bar indicates an average 
over a time interval At = 1/fL In Eq. (3.3), x is the solution of the 
linearized problem (3.2), i.e., 

x( t )  = XF(t ) + XQ(t) (3.4) 

where Xv(t ) is the contribution to the displacement of the oscillator due to 
the random force F(t) and 

xQ(t) = a s in(f~t-  0)  (3.5) 

is the response to the periodic force. Note that the contribution xF is 
stochastic while the sinusoidal contribution Xa is deterministic. Substituting 
(3.4) into (3.2) and performing an ensemble average over the random force 
yields the equation 

.~Q q- Od2~Q "t- "~2XQ = Qsinf~t (3.6) 

where we have used the fact that (XF(t)) = 0. Equation (3.6) is simply that 
of a linear oscillator driven by a sinusoidal force, i.e., precisely the one con- 
sidered in Section 2.2. It can easily be seen that Eq. (2.20) relating the am- 
plitude a in (2.14) to the linear frequency 7 is therefore still valid for the 
amplitude a in (3.5). Equations (3.3) and (2.20) together are then sufficient 
to completely determine the linearization frequency. It should be noted that 
our prescription reduces to statistical linearization and to harmonic linear- 
ization, respectively, in the limits F ( t ) ~  0 and Q ~ 0. This reduction to the 
proper limits lends credence to the postulate leading to Eq. (3.3). 

To carry out our prescription in detail we choose a particular form for 
the nonlinearity in (3.1), 

f ( x )  = x 3 (3.7) 

which corresponds to a Duffing oscillator. Equation (3.3) then yields 

( [  X F + a sin(fit - 0) ]4~ 
v 2 = \ t .  -I / 

( [  x F + a sin(~2t- 0 ) ] 2 )  

( x  4) + 6a2(XF 2) s in2(f~t -  0)  + a  4 s i n 4 ( e t -  0) 
= ,Oo + B (3 .8)  

(XF z) + a 2 sin2(f~t- 0)  
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where we have used the fact that sin2n+l(~2t - O)=0. The ensemble 

averages (x~)  can be calculated using the solution of the Fokker-Planck 
equation for the linear oscillator equation 

2 F + ~2 F + ~2x F = F(t) (3.9) 

The equilibrium distribution of the displacement x F obtained from the 
Fokker-Planck equation is well known to be given by (11) 

, 1 / 2  , ( aY 2 a~ '2 2"~ exp(- (3.10) Plin( XF) 
\ 

Carrying out the ensemble and time averages indicated in (3.8) yields 

[ 3D2/a274 + 3a2D/e~y2 + 3a4/8 ] 
y 2 =~o z + 13 DTa-~5-~- a- ~ (3.11) 

An equation involving only the unknown y is finally obtained by eliminat- 
ing the amplitude a from (3.11) with the use of (2.20). The resulting 
equation is 

3Q 2 + 3ay2Q 4 
r ,4 + ~{ 3~ + ~a~ + ( ~ -  a~) ~ 

ay2Q 2 
• 1 + 2~[ a2)2] (3.12) 

L .I  

Equation (3.12) must clearly be solved numerically. Once ./2 is ob- 
tained, the autocorrelation function and spectral density for the linearized 
oscillator (3.2) can be calculated and used as an approximation to the 
corresponding functions for the nonlinear oscillator (3.1). We carry out this 
procedure for a variety of parameter values in Section 4. 

Equation (3.12) for the linear frequency 3' is the main result of this 
section. We wish to point out that it can also be obtained in an alternate 
but essentially equivalent manner to the one described above, by following 
a procedure that more closely parallels the steps of statistical linearization 
described in Section 2.1. One can construct a Fokker-Planck equation for 
the linear oscillator (3.2) which includes the periodic force. The solution of 
this Fokker-Planck equation is time dependent (oscillatory) even in the 
limit t---> ~ .  We denote the velocity averaged solution in this limit by 
Plin(x, t) and recall that it is a function of Y. The averages in (3.3) can now 
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be calculated using the prescription 

g(x) = ~s ff~dxg(x)Plin(X,t) (3.13) 
This prescription applied to (3.3) with f (x)  given by (3.7) yields Eq. (3.12). 
We present the details of this method in Appendix A. 

An important point should be noted about the linearization procedure 
presented above. Although the solution of the linearized oscillator equation 
is simply a superposition of the displacements caused by the random and 
deterministic forces [cf. Eq. (3.4)], these two forces are nonlinearly coupled 
through the linearization frequency y. Equation (3.12) involves functions of 
the magnitudes of the forces and also the nonlinearity parameter fl in a 
complicated, nonlinear fashion. Some of the effects of the nonlinear inter- 
actions are thus preserved through the linearization frequency. 

4. RESULTS 

In this section we analyze the behavior of the autocorrelation function 
and spectral density of the linearized oscillator (3.2) with frequency -/given 
by (3.12) for various ranges of parameter values. 

We define the autocorrelation function for the oscillator displacement 
as 

Rx~(r ) =-- ( x ( t ) x ( t  + r) ) 

= (Xr( t )Xr( t  + r)) + xQ(t)xQ(t + "r) (4.1) 

where x r and XQ are the contributions to the displacement due to the 
random and sinusoidal forces, respectively [cf. Eq. (3.4)]. Combining Eqs. 
(2.10), (2.20), and (3.5) we readily obtain 

Rx~(r ) - De-'4"l/2ay 2 (cos~o'r + ~ a  sin~o,i~.[) 

+ Q2/2 
cos ~r  (4.2) [a2a2.4. (~2__ 42) 2] 

where, as before, ~' = (y2 _ 42/4)1/2" The spectral density corresponding to 
the autocorrelation function (4.2) is 

f ~o ioar S~x(~) = dr e Rxx('r ) 

2D + rrQZ/2[8(~o + ~) + 3(o~ - ~)] 
= ( 4 . 3 )  

( r  - o~2) 2 + 42r 
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We begin by analyzing the behavior of the autocorrelation function 
(4.2). In particular, we wish to establish the conditions under which the 
sinusoidal force Q sin a t  in (3.1) affects the behavior of the autocorrelation 
function. At long times "r, Rxx('r) becomes purely oscillatory due to the 
contribution of the sinusoidal force to the displacement, since the portion 
of Rxx(Z ) associated with the random force vanishes. Thus, in this limit the 
behavior of Rx~(~) is completely determined by the deterministic force. At 
shorter times "r<~2/a, however, the effect of the deterministic force on 
Rx~(~- ) depends on the values of all the parameters. The sinusoidal force 
enters (4.2) in two ways: it contributes via (3.12) to the frequency oY, and it 
provides the term that oscillates at frequency ~. 

The relative contributions to y and to R~x(,C ) of the sinusoidal and the 
random forces can be seen from (3.12) and (4.2) to be determined by the 
ratio 

B = Q2aY2 (4.4) 

This is simply the ratio of the contributions to the mean square displace- 
ment of the oscillator due to the two driving forces, as may be seen by 
considering (4.2) at ~- = 0: 

Q2 
( x ) = Rxx (O)  = + a7 2 2[ a2a 2 + ( y 2 _  a2)2] (4.5) 

If Q is sufficiently small so that B << 1, then the sinusoidal force has a 
negligible effect on the effective frequency 3' as well as on the correlation 
function Rxx('c). In this case the problem reduces to statistical linearization, 
with ~, as the solution of Eq. (3.12) in the absence of the Q-dependent 
terms, i.e., (4'6) 

,/2 = 0002 + 3D__~B (4.6) 
o~y 2 

The behavior of y, Rxx(~'), and Sxx(~o ) in this limit have been analyzed in 
detail elsewhere. (6) 

If B ~ 1, then the sinusoidal force affects the amplitude of Rxx('C ) at 
all times. The effect of the sinusoidal force on 7 in this case depends on the 
magnitude of the nonlinearity parameter 13. Since B in (4.4) contains the 
unknown frequency 7, further analysis is necessary to determine the condi- 
tions under which the sinusoidal force affects Rxx('C) and 7, in terms of the 
other known parameters. To obtain these conditions, it is convenient to 
consider two regimes of behavior separately, i.e., at and off resonance. In 
all cases we shall consider only weak damping (a <<~00) so that the 
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oscillatory nature of the problem is retained even in the absence of a 
sinusoidal forcing function. 

4.1. Resonance  

A resonance condition occurs when the linear frequency ,{ and the 
forcing frequency a are equal. In this case all the terms in (4.2) oscillate at 
about the same frequency since a << ~o 0 ensures that a << 7 so that ~ ' ~  7- 
The contribution of the sinusoidal force then manifests itself as an addition 
to the amplitude of the oscillations of R~( r )  at the resonance frequency. 
To find the conditions of the parameters that will produce this behavior we 
set 7 = ~2 in Eq. (3.12) and solve the resulting equation for ~2. This yields 
the relation 

~002 + (o~ 4 + 4K)1/2 
~2 = (4.7) 

2 
where 

K= 3flD [ 1 +  Q2/Da+ 1/8(QZ/Da) 2] (4.8) 

a [I+I/2(Q2/Da)] 

We note that for 7 = f~ the ratio Q2/Da occurring in (4.8) is simply 
twice the quantity B defined in (4.4). When B ~> 1, then the contribution of 
the sinusoidat force to the amplitude Rxx(~') is clearly important, as dis- 
cussed earlier. Its effect on 7, however, depends on the magnitude of the 
nonlinearity parameter/3. From (4.7) and (4.8), when Q2/Da >> 1, we can 
see that if/3<<o~4a2/3Q 2 then the resonance condition (4.7) r__educes to 
f~ = 7 ~ w0. In this range of parameter values, 7 2 ~ ~o0 2 + ~/3(x2)_ so that 

the above restriction on/3 is equivalent to the requirement that/3(x 2) << ~0 2, 
i.e., that the nonlinearity not modify the restoring force. Thus in this regime 
the nonlinearity is sufficiently small that the oscillator is essentially linear 
for displacements X~[(X2)]l/2o Conversely, if /3 >>r 2, then the 
resonance frequency is not the linear one but is, rather, determined by a 
combination of the parameters Q,/3 and a : , / 2 =  ~22'~(3/3Q2/a2) 1/2, This 
frequency is seen to be independent of the magnitude of the random force 
and is determined only by the oscillator parameters and the deterministic 
force. These restrictions are shown in Fig. 1. 

In Fig. 2 we have plotted the autocorrelation function Rx~(~-) vs. ,r for 
a combination of parameters that leads to the resonance 7 = fL We have 
chosen parameters such that Q2/Da = 4 and/3 >> co4a2/3Q 2. On the same 
graph we show the autocorrelation function for the same parameter values 
but in the absence of the sinusoidal driving force ( Q = 0). The effect of the 
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Fig. 1. 
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Fig. 2. Autocorrelation functions in the presence (solid curve) and  absence (dashed curve) of 
a sinusoidal force. Resonance case. Solid curve parameters: Q = 1, D = 5, a = 0.05, fl = 1, 
w02 = 1, ~ 2 =  , /2=  26.96. Dashed curve parameters: Q = 0, 7 2 =  17.82, otherwise same as 
above. 
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Spectral densities corresponding to the autocorrelation functions of Fig. 2. 

deterministic force is clearly apparent. The spectral densities Sxx(~ ) for 
these two autocorrelation functions are plotted in Fig. 3 for r > 0. The 
delta function contribution is represented by a line at the resonant fre- 
quency r = ~2. 

4.2. Off Resonance 

When (3, 2 - ~2)2>> a2~2,  then the contribution to Rxx(~" ) of the sinusoi- 
dal force relative to the random force becomes appreciable when 
Q2ay2 /2D(72  _ ~2)2> 1, i.e., once again, when the quantity B in (4.4) is of 
O(1) or larger. The frequency ,/2 can be obtained from (3.12) which, for 
B >> 1, reduces to 

~[2,~,~2 ~,. 3fiQ 2 (4.9) 

4(v2 _ a2)2 

To proceed further, we must distinguish two separate cases according to the 
relative magnitude of V and f~. If the frequency of the sinusoidal force is 
much higher than the linearized frequency (~22 >> ,12) then (4.9) reduces to 

y 2 ~ 0 2 2  "]" 3fl Q2 
T a - -T  (4.10) 

If 3#Q 2/4~4w2 << l, then the linear oscillator is recovered (72~  COo2), i.e., the 
nonlinearity is too weak to modify the restoring force for displacements in 
the range x ~ ( x2 )  1/2. 
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Fig. 4. Ranges of parameter values showing the effect of the sinusoidal force on y for the 
off-resonance case 3,2 << ~22. 

If fl and Q are sufficiently large, then the linearization frequency is 
determined by the sinusoidal force and the nonlinearity parameter accord- 
ing to 72~3flQ2/4f~ 4. To obtain this result for values of Q such that 
Q2cttoZ/2D~4>> 1 requires that/3 >>4~002~4/3Q 2. If O2aw~/2Df~4 < 1, the 
requirement is that fl>>8Df~8/3Q4ot. It can be seen that this second 
condition on/3 is more restrictive than the first, i.e., if the amplitude of the 
sinusoidal force is relatively small, then the nonlinearity parameter must be 
correspondingly larger in order for the sinusoidal force to affect the 
linearization frequency. 

The conditions discussed in this subsection are summarized in Fig. 4. 
It must be stressed that there is an upper bound on the value of/3 for the 
analysis in the previous paragraph to be valid. This comes about because 
the off-resonance condition 3,2<< f~2 implies that/3 << 4f~6/3Q 2. If fl does 
not satisfy this inequality, then the frequency of the applied force and the 
linearization frequency will approach one another and the appropriate 
analysis is that of Fig. 1. In Fig. 5 we present the autocorrelation function 
for a combination of parameters that leads to the behavior discussed above, 
i.e., ~-~2~ ]/2/3 > 4~0~f~4/3 Q 2. By comparing the amplitude and frequency 
of Rxx(~- ) in the presence and absence of the sinusoidal force we indeed see 
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Fig. 5. Autocorrelation functions in the presence (solid curve) and absence (dashed curve) of 
a sinusoidal force. Off-resonance case. Solid curve parameters: Q = 100, D = 0.05, a = 0.5, 
/3 = 2, w~ = 0.1, f~2= 100, y2= 2.08 << s Dashed curve parameters: Q = 0, ,/2= 0.83, other- 
wise same as above. 

that this force completely modifies both aspects of the behavior of Rxx('r ) 
even though the system is far from resonance. The corresponding spectral 
densities Sx~ (r are shown in Fig. 6. 

When the frequency of the sinusoidal force is much lower than the 
linearized frequency (s 72), we can further approximate (4.9) by 

72~002 + 3/3Q------~2 (4.11) 
4y 4 

If 3flQ2/4o~6<< 1 then the nonlinearity is too weak to affect the linear 
frequency, and the linear oscillator is recovered (72~  ~o02). 

If Q is sufficiently large so that Q2a/2Dw2 >> 1 and/3 lies in the range 
w6/Q 2 <</3 << a3Q 4/6D 3, then the linearization frequency is determined 
by the sinusoidal force and by the nonlinearity parameter via the relation 
~[2~..~ (3/3Q2)1/3. If /3 becomes larger than a3Qn/6D 3, then the sinusoidal 
force affects neither the amplitude of the autocorrelation function nor the 
frequency 7 within the approximations considered here. The nonlinearity is 
then so large that the response of the oscillator to a low-frequency sinusoi- 
dal force manifests itself primarily at the higher harmonics of the driving 
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Fig. 6. Spectral densities corresponding to the autocorrelation functions in Fig. 5. The delta 
function contribution at ~0 = 10 is off the scale of the figure and therefore not shown. 

frequency f~ rather than at a itself. The entire linearization approach breaks 
down in this region of high nonlinearity. 

The conditions discussed above are summarized in Fig. 7. It should be 
noted that the condition 72>>~ 2 implies a lower bound on fl (fl 
>> 4~6/3 Q 2) in order for the analysis in the previous paragraph to hold. In 
Figs. 8 and 9 we present autocorretation functions and the corresponding 
spectral densities for a set of parameter values corresponding to the ranges 
in Fig. 7. Once again we see that for these choices the sinusoidal force 
indeed affects both the amplitude and frequency of the autocorrelation 
function, with corresponding effects on the spectral density. 

5. CONCLUSION 

We have developed a linearization method for nonlinear systems 
driven simultaneously by a random and a periodic force. The method is 
easy to implement and reduces to statistical linearization and to harmonic 
linearization, respectively, when either the random force or the periodic 
force is absent. We have applied our method to a damped anharmonic 
oscillator with a cubic nonlinearity and have found the "equivalent" linear 
oscillator that can then be used to obtain approximate second-order statisti- 
cal quantities of the nonlinear oscillator. Our detailed analysis of the 
equivalent linear oscillator establishes ranges of parameter values in which 
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Fig. 9. Spectral densities corresponding to the autocorrelation functions in Fig. 8. The delta 
function contribution occurs at w = 1. 

the applied periodic force appreciably affects the behavior of the autocorre- 
lation function and spectral density of the noisy oscillator. 

It is difficult to establish via analysis precise ranges of parameter 
values for which our procedure provides a good approximation to the 
second-order statistics of the nonlinear oscillator. We conjecture that our 
procedure is valid in those ranges of parameter values in which statistical 
and harmonic linearization are separately valid. It should be noted that the 
essentially nonperturbative nature of these linearization methods allows 
their applicability over rather wide ranges of the nonlinearity strength and 
of the amplitudes of the driving forces. We believe that our method may 
even be valid in some regimes where harmonic linearization alone may not 
be applicable because the random force may lead to a smoothing of the 
autocorrelation function. Thus, in the presence of the random force, some 
higher harmonic contributions that might cause harmonic linearization by 
itself to be invalid might in fact become unimportant. A detailed analysis of 
the validity of our method is presently being carried out via analog 
computer experiments. 

APPENDIX A. FOKKER-PLANCK EQUATION FOR A LINEAR 
OSCILLATOR DRIVEN BY RANDOM 
AND PERIODIC FORCES 

To construct the Fokker-Planck equation corresponding to the linear 
oscillator driven by a random and a periodic force, we rewrite (3.2) as a set 
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of two first-order equations: 

b + a v  + y2x = F( t )  + Qsin f~t 

We next introduce a complex mode amplitude A (t) by 

A = x + v/X_ 
where 

and 

(A.la) 
(A.lb) 

(A.2) 

~o' =(y2 _ a2/4)1/2 (A.4) 

The mode amplitude A(t )  diagonalizes the equations of motion (A.1). 
Direct substitution of (A.2) into (A.1) yields 

A + X+A = k s l [ r ( t ) +  Qsingt]  (1.5) 

where 

k+ -- k* = �89 + i~0' (1.6) 

The Fokker-Planck equation corresponding to (A.5) and its complex 
conjugate is found by standard methods (11) to be given by 

1 0 + 1 0 P ( A , A  ,t) (1.7) 
+ D  k_ OA X+ ~A* 

where c.c. stands for complex conjugate. 
To solve Eq. (A.7) it is convenient to introduce the new variable 

A ' =  [A + •(t)]exp(k+ t) (1.8) 

where ~(t) is chosen to eliminate the drift term in the Fokker-Planck 
equation. Converting Eq. (A.7) to the variables (A' ,A'*,  t) and setting the 
coefficient of OP/OA' equal to zero leads to 

q , ( t )=[~(0)+  k_(f~2+kz)~Q ]exp ( -k+ t )  

Q k+ sinf~t - f~cosf~t 
(A.9) k_ a 2 + k 2 

k_ ~ � 8 9  iw' (1.3) 
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The resulting equation is 

I t Ox(A',A'*, t) e ~+t ~ + e~_t ~ x(A',A'*, t) 
3t - D  ~ OA ~ X+ ~A'* 

where 

(A.lO) 

x(A',A'*,t) =-- e-~tP(A',A'*,t) (A.1 1) 

The full time-dependent solution of this equation conditional on the initial 
values Ao,A o is (~2) 

x(A, ,A, , , t  ) _ 2TriAl'/21 exp( -  ~1 [ a ( A , _  A,o)2 + 2 h ( A ' -  A'o)(A'* - A'o* ) 

+ a*(A'* - A~)*)2]) (A.12) 

where 

a = D e 2 a - t -  1 (A.13a) V2X_ 

h -  2D ( e , ,  1) (A.13b) ~/2 

and 
A = la[ 2 - h 2 (A.13c) 

The probability distribution for the oscillator position and velocity as a 
function of time can now be obtained directly using the series of substitu- 
tions (A.11), (A.8) with (A.9), and (A.2) in (A.12). For the purposes of this 
paper we are only interested in the long time distribution of oscillator 
displacements. Performing the substitutions indicated above, taking the 
long time limit, and integrating over all oscillator velocities leads to the 
distribution 

P l i n ( x , t ) = ( f / ~ r ) l / 2 e x p { - f [ x -  ~7(t)/2~] 2} (A.14) 

where 

and 

= 

= (a/2D)y2 (A. 15a) 

a)'2Q [ (72 -  f]2)sinf~t- a~2cos~t] (A.15b) 

Use of (A. 14) in (3.3) with the prescription (3.13) leads to the desired result 
(3.12). 
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